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Abstract
Objectives: Genome-wide association studies (GWASs) have 
revealed many candidate SNPs, but the mechanisms by 
which these SNPs influence diseases are largely unknown. In 
order to decipher the underlying mechanisms, several meth-
ods have been developed to predict disease-associated 
genes based on the integration of GWAS and eQTL data (e.g., 
Sherlock and COLOC). A number of studies have also incor-
porated information from gene networks into GWAS analy-
sis to reprioritize candidate genes. Methods: Motivated by 
these two different approaches, we have developed a statis-
tical framework to integrate information from GWAS, eQTL, 
and protein-protein interaction (PPI) data to predict disease-
associated genes. Our approach is based on a hidden Markov 
random field (HMRF) model, and we called the resulting 
computational algorithm GeP-HMRF (a GWAS-eQTL-PPI-
based HMRF). Results: We compared the performance of 
GeP-HMRF with Sherlock, COLOC, and NetWAS methods on 
9 GWAS datasets, using the disease-related genes in the 
MalaCards database as the standard, and found that GeP-

HMRF significantly improves the prediction accuracy. We 
also applied GeP-HMRF to an age-related macular degenera-
tion disease (AMD) dataset. Among the top 50 genes pre-
dicted by GeP-HMRF, 7 are reported by the MalaCards data-
base to be AMD-related with an enrichment p value of 3.61 
× 10–119. Among the top 20 genes predicted by GeP-HMRF, 
CFHR1, CGHR3, HTRA1, and CFH are AMD-related in the 
MalaCards database, and another 9 genes are supported by 
the literature. Conclusions: We built a unified statistical 
model to predict disease-related genes by integrating GWAS, 
eQTL, and PPI data. Our approach outperforms Sherlock, 
COLOC, and NetWAS in simulation studies and 9 GWAS da-
tasets. Our approach can be generalized to incorporate oth-
er molecular trait data beyond eQTL and other interaction 
data beyond PPI. © 2019 S. Karger AG, Basel

Background

Genome-wide association studies (GWASs) have be-
come a powerful method to identify genetic variants as-
sociated with a complex disease. However, most of the 
significant SNPs identified by GWASs are located in the 
non-coding regions of the genome, making it difficult to 
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interpret the results [1]. In the post-GWAS era, it remains 
a challenge to identify disease-associated genes based on 
statistically significant SNPs. In the case where no SNP 
reaches a genome-wide significance threshold, it is even 
more challenging to delineate gene-disease associations 
from the weak GWAS signal. A number of previous stud-
ies attempted to address these issues, and the approaches 
can be classified into the following two general categories.

Studies in the first category try to integrate informa-
tion from GWASs of intermediate molecular traits. Sev-
eral algorithms have been developed to make use of the 
colocalization information of GWAS candidate SNPs and 
eQTL SNPs to infer an association between diseases and 
genes [2–9]. The underlying hypothesis is that if an allele 
appears more frequently in patients than in healthy con-
trols, and at the same time this allele is associated with the 
expression of a gene, it is likely that this gene is associated 
with the disease (or influences the disease risk through 
changed expression). Initially, a common approach was 
to map a significant SNP to the nearby gene in the ge-
nome, and to check whether the SNP influences the ex-
pression of the gene (eSNP) using eQTL data. Several 
GWAS analyses employed this idea and found interesting 
candidate genes of type 2 diabetes, for example [10–12]. 
These studies focused on the cis-eSNPs and ignored the 
trans-eSNPs. 

He et al. [13] developed a Bayesian inference model 
called Sherlock, trying to colocalize both cis- and trans-
eQTL signal with the GWAS signal. The underlying hy-
pothesis of Sherlock is that if a gene is the driver of a dis-
ease, then an SNP that influences the expression of the 
gene (i.e., eSNP) is also likely to influence the disease phe-
notype; thus, the eQTL signal of the gene will overlap with 
the GWAS signal. Specifically, by comparing the similar-
ity between a gene’s eQTL profile (eQTL p values across 
all SNPs) and the GWAS profile (GWAS p values across 
all SNPs), they calculate the likelihood ratio (LR) as the 
evidence of the association between the gene and the dis-
ease. 

Similar to Sherlock, other algorithms such as COLOC 
[4], eCAVIAR [5], and ENLOC [9] have developed sub-
sequently which estimate the posterior probability that 
the same SNP is causal in both the GWAS and the eQTL 
study to get disease-associated genes. Sherlock is slightly 
different from COLOC, eCAVIAR, and ENLOC in the 
way it utilizes SNPs. Sherlock takes all eQTL SNPs pass-
ing a soft threshold across the genome no matter whether 
they are cis or trans, while the other 3 methods consider 
only cis-effect SNPs in a continuous region on the chro-
mosome. 

One challenge of the colocalization method is that a 
GWAS-significant region may contain several SNPs 
which are highly correlated in a linkage disequilibrium 
(LD) block. The causal SNPs might be surrounded by 
other significant SNPs in the LD block. Facing the uncer-
tainty brought by LD, Sherlock and COLOC assume at 
most 1 causal SNP in an LD block. Sherlock selects the 
most significant eQTL SNP in an LD block and discards 
all other SNPs in the same LD block (see “Considering the 
LD Blocks” below for details on how Sherlock deals with 
the LD issue). COLOC incorporates the at-most-one-
causal assumption into the prior of hidden states of SNPs. 
eCAVIAR has no restriction on the number of causal 
SNPs in an LD and utilizes the information from the 1000 
Genomes Project [14] or the HapMap Project [15] to rep-
resent the correlation of SNPs in the LD. ENLOC builds 
a hierarchical Bayesian model and uses an enrichment 
parameter to account for the LD. Even though eCAVIAR, 
COLOC, and ENLOC utilize all SNPs in the LD block, 
they ignore SNPs from other distant regions in the ge-
nome.

Studies in the second category try to prioritize candi-
date disease-associated genes by integrating information 
from gene networks into GWASs. This has been moti-
vated by the recognition that the genes associated with a 
disease tend to be functionally or physically coupled. Sev-
eral different approaches have been developed: Chen et 
al. [16] proposed a Markov random field (MRF) model to 
incorporate pathway topology into association analysis; 
GWAB [17] performs network propagation on a gene co-
functional network; NetWAS [18] trains a support vector 
machine classifier to prioritize genes with edges in a tis-
sue-specific network as features; and REGENT [19] uti-
lizes a hierarchical model to integrate the embedding of 
genes, which are related based on multiple networks, into 
GWAS data. However, the gene-level association scores 
in all these methods are directly derived from the nearby 
SNPs’ GWAS p value, without considering the eQTL in-
formation.

These two general approaches motivated us to inte-
grate the eQTL information and gene-gene interaction 
information in one unified statistical framework to infer 
disease-associated genes. Based on the approach used by 
Sherlock [13], we can compute the LR of each gene, inte-
grating the evidence from GWAS and eQTL data. But in-
stead of testing each gene independently, as Sherlock 
does, we combine the LR from Sherlock and the protein-
protein interaction (PPI) information to build a unified 
statistical model. The basic assumption underlying the 
use of the PPI information is “guilty by association” [20]. 
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If there are many disease-associated genes in a gene’s in-
teraction partners, the gene’s potential to be associated 
with the disease will increase. Chen et al. [16] showed that 
the suspect genes are more likely to be neighbors in a gene 
network. 

We built a hidden MRF (HMRF) model [21] to inte-
grate GWAS eQTL and PPI data. The resulting algorithm 
is called GeP-HMRF (a GWAS-eQTL-PPI-based HMRF). 
GeP-HMRF is composed of the MRF [22, 23] to model 
the interaction of genes and emission function to inte-
grate the observed GWAS and eQTL profile. To demon-
strate the utility of GeP-HMRF, we compared GeP- 
HMRF with Sherlock, COLOC, and NetWAS methods 
on 9 GWAS datasets and found that GeP-HMRF signifi-
cantly outperforms the other 3 methods. We took age-
related macular degeneration (AMD) as an example to 
illustrate the performance of GeP-HMRF in detail. GeP-
HMRF discovered 2 more genes than Sherlock in the top 
50 predictions. Among the top 20 genes predicted by 
GeP-HMRF, 4 are AMD-related reported by the Mala-
Cards database [24], and 9 additional genes are supported 
by the literature but not included in the MalaCards data-
base.

Methods

Modeling PPIs by MRF
A PPI network can be represented by an undirected graph G = 

(V, E), in which V = {1, ..., n} is the set of genes and E = {(i, j): i and 
j are directly connected} is the set of edges [16]. And we denote  
ci = {j: (i, j) ∈ E} as the neighborhood of gene i. Let Zi be the status 
of gene i which is a binary indicator variable,

1 if gene  is associated with the disease
0 if gene  is not associated with the diseasei

, i ;
Z

, i .
ìïï=íïïî  

Then, we denote Z = {Z1, ..., Zn} as the status of V. Thus, Z is a spa-
tial random vector whose elements may be correlated with each 
other. Since each gene has 2 statuses, there are 2n configurations of 
the nodes’ statuses in the PPI network. Our goal is to estimate the 
value of Z based on the topology of the PPI network and the ob-
served eQTL and GWAS data. 

A previous study [16] has shown that a pair of interacting genes 
tends to have the same status. Thus, in the PPI network, the prob-
ability of two directly connected genes having the same status is 
higher than having a different status. Similar to Deng et al.’s work 
[22], we utilized the nearest neighbor Gibbs measure to model the 
probability of a PPI network, which has the following form:
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and λ0 = (α, β1, β2, β3) are the prior parameters. βi represent the 
weights of 3 different kinds of edges connecting non-associated or 
associated genes. And M(λ0) is a normalizing equation which is the 
summation of all 2n configurations:

   0 1 1 11 2 01 3 00exp .M N N N N� � � � �   
Z  

When n is large in the practical problem, it is prohibitive to calcu-
late M(λ0) directly. The Gibbs measure in equation 1 has the Mar-
kov property: 

P (Zi|Z–i) = P (Zi|Zci).

Thus, a MRF model has been constructed for describing the rela-
tions between directly interacting genes.

Emission Function of the HMRF
Since Z is not observable, the above MRF model describing the 

PPI can be treated as the hidden layer in the HMRF model. We also 
need an emission function to model the observed GWAS and 
eQTL data given the genes’ status Z. Our data consists of the p val-
ues of SNPs related to the gene expression trait (eQTL profile), 
denoted as vector X, and the p values of the SNPs related to the 
phenotypic trait (GWAS profile), denoted as vector Y. For a fixed 
gene i, we select the putative eSNPs passing a low significance 
threshold (say 10–5) in the eQTL data. The eQTL profile of a gene 
is denoted as vector Xi = [Xi1, ..., Xim], and the GWAS profile of 
these corresponding SNPs is denoted as Yi = [Yi1, ..., Yim]. The emis-
sion function is to compute P(Xi, Yi|Zi). Assuming all SNPs in vec-
tor Xi are conditionally independent (see also “Considering the LD 
Blocks” below), then
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According to Sherlock, the likelihood function at each SNP at  
a given Zi is computed by summing over the hidden variables Uij 
and Vij:
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where Uij is a binary random variable indicating whether SNP j of 
gene i is an eSNP: P(Uij = 1) = π1, SNP j is an eSNP. And Vij is a 
binary random variable indicating whether SNP j is a disease-re-
lated SNP. When gene i is not a disease-related gene, SNP j is a 
disease-related SNP with probability: P(Vij = 1|Zi = 0, Uij) = π2. 
When gene i is a disease-related gene and SNP j is an eSNP of gene 
i, SNP j should be disease-related with probability 1: P(Vij = 1|Zi = 
1, Uij = 1) = 1. As for the calculation of P(Xij|Uij) and P(Yij|Vij), 
please refer to the online supplementary material of Sherlock [13].
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Assuming the MRF model (equ. 1) is a network prior for hid-
den layer Z, and the likelihood function (equ. 2) is an emission 
function, we have built a HMRF model. Given the observed eQTL 
profile and GWAS profile, the posterior distribution of Z follows:

P(Z|X, Y, λ0) ∝ P(X, Y|Z) P(Z|λ0). (3)

The posterior distribution in equation 3 can define a MRF, too, 
refer to online supplementary section 1.1 “Proof of the posterior 
distribution is also an MRF” for proof (for all online supplemen-
tary material, see www.karger.com/doi/10.1159/000489761). Ide-
ally, we would like to find out the maximum posterior probability 
to infer the configuration of Z, but it is impossible to do so when 
n is large. Thus, we utilize the Gibbs sampling method [25] to get 
the posterior mean of each gene’s status Zi.

Making an Inference Based on the Gibbs Sampling
The posterior distribution of a gene’s status Z can be divided 

into two parts:

P(Z|X, Y, λ0) = P(Zi|Z–i, X, Y, λ0) P(Z–i|X, Y, λ0).

And for a specific gene i, the log odds of posterior probability is: 
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is the log-LR, which is the measure employed by Sherlock and can 
be treated as the evidence from the observed eQTL and GWAS 
profiles. The second part is the network prior parameter α which 
generally influences the proportion of positive genes. A smaller α 
corresponds to a smaller chance for a gene to be positive. The third 
part is the contribution from positive neighboring genes, while  
β1 – β2 is the weight and Ki1 is the number of positive genes in the 
neighbors of gene i. When there is 1 more positive gene among the 
neighbors of gene i, the log odds of posterior probability will be 
increased by β1 – β2. The fourth part is the contribution from the 
neighboring genes with zi = 0. Similar to the third part, β2 – β3 is 
the weight, and Ki0 is the number of genes with zi = 0 among the 
neighbors of gene i.

We sample the gene’s status Zi according to its posterior prob-
ability described in equation 4 with fixed prior parameter λ0 = (–5, 
0.8, –0.001) in real data analysis (see online supplementary section 
1.3 “The details of Gibbs sampling in the GeP-HMRF method” for 
detail about the Gibbs sampler). After the convergence of an 
MCMC chain, we get the posterior mean of each gene P(Zi =  
1|Z–i, X, Y, λ0) by counting the frequency of Zi = 1. We found that 
the posterior mean is positively correlated with the gene’s degree 
in the network (see online supplementary section 1.4 “The poste-
rior mean has a positive correlation with the gene’s degree in net-
work” for details). In order to decrease the bias brought by the 
degree and assess the significance of the posterior means, we run 
different MCMC chains 1,600 times using randomly permutated 
log-LR for genes and keeping their neighbors unchanged. Thus, we 
get 1,600 randomized posterior means for each gene and treat 
them as the background. Finally, the p value for each gene is com-
puted by comparing the original posterior mean (based on the 
original log-LR) to the background. GeP-HMRF takes the p values 
as the measure of gene-disease associations.

Considering the LD Blocks
When aligning the eQTL eSNPs and GWAS SNPs, we face the 

problem that different eSNPs may be located in the same LD 
blocks. After applying a soft cutoff of 10–5 to the eQTL profile, most 
eSNPs naturally fall into different LD blocks. When there are still 
several eSNPs in the same LD block, we only chose the eSNP with 
the most significant eQTL p value in this block. Thus, we can make 
sure the SNPs used in the Sherlock and GeP-HMRF model are in 
different LD blocks. For a fixed eSNP in vector Xi, we chose the 
corresponding SNP in the GWAS data to construct Yi. If there is 
no corresponding SNP in the GWAS data, we chose the most ad-
jacent GWAS SNP within the same LD block of the eSNP. Most of 
the alignment comes from the exact match, a small fraction of  
< 10% is from adjacency within the same LD block. SNPs without 
any alignment will be ignored.

Results

Simulation Studies
We did a simulation using synthetic data to study the 

performance of GeP-HMRF. The simulation data was 
constructed in two steps. First, we chose 8 independent 
SNPs on chromosome 21 and simulated the genotype of 

Algorithm 1: Gibbs sampler

Initialize z(0) according to Sherlock score (zj
(0) = 1 if Sherlock score >0, zj

(0) = 0 otherwise) 
For iteration i = 1, 2, …, 5,000,

z1
(i) ~ P(Z1

(i) = z1|Z2
(i–1) = z2

(i−1), Z3
(i–1) = z3

(i−1), …, Zn
(i–1) = zn

(i−1), X, Y, λ0)
z2

(i) ~ P(Z2
(i) = z2|Z1

(i) = z1
(i), Z3

(i–1) = z3
(i−1), …, Zn

(i–1) = zn
(i−1), X, Y, λ0)

…
zn

(i) ~ P(Zn
(i) = zn|Z1

(i) = z1
(i), Z2

(i) = z2
(i), …, Zn–1

(i) = zn–1
(i), X, Y, λ0)

Permute the updating order of genes
End for
Discard the first 1,000 samples as burn-in, and choose 1 sample in every 10 samples
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2,000 samples using HAPGEN2 developed by Su et al. 
[26]. Then, according to the genotype of the 8 SNPs, we 
simulated the expression data of 8 genes corresponding 
to the 2,000 samples. For each gene, there is one SNP that 
affects its expression:

gi = μ + θi SNPi + εi, i = 1, 2, …, 8,

where µ = 5, θi = 0.5, and εi ∼ N(0, 1). We constructed an 
artificial interaction network (a) with 10 genes (Fig. 1). 
The expressions of the 8 genes are described above, and 
we added two additional genes whose expressions are set 
as random variables following normal distributions N(6, 
22), i = 9, 10; i.e., there is no SNP associated with genes 9 

and 10. The disease risk of sample j is determined by 
genes 1–4 and gene 9:

 
   

0
1 2 3 4 9

1
log

0
j

i i
i , , , ,j

P D
g ,

P D
� � �




  




 

where ω0 = –26, ωi = 1, and ξ ∼ N (0, 0.52). Cases are ob-
tained from Bernoulli distribution with probability  
P(Dj = 1); the left samples are treated as controls. Then, 
we have the genotypes and gene expression profiles of 
cases and controls. Standard linear regression analysis 
(lm function in R) was used to get the association between 
SNPs and genes (eQTL analysis), and standard χ2 test 

gene 4

gene 1 gene 9 gene 2 gene 7 gene 8 gene 3

gene 5 gene 6 gene 10

b

gene 7

gene 2 gene 9

gene 3

gene 4 gene 6 gene 10 gene 8

gene 1 gene 5

a

gene 4

gene 1 gene 9

gene 5

gene 2 gene 7 gene 8 gene 3

gene 6 gene 10

c

Fig. 1. The 3 artificial networks used in the 
simulation. The genes in the grey circle are 
causal to phenotype, while the genes in 
white are non-causal. The edge in red links 
a causal and a non-causal gene. Network 
(a) with a high clustering coefficient of 
0.571 has a high proportion of (1, 1) edges 
(47.1%); network (b) with a high clustering 
coefficient of 0.600 has 14.2% (1, 1) edges; 
network (c) with the lowest clustering coef-
ficient of 0 has 22.2% (1, 1) edges.
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(chisq.test function in R) was applied to get the associa-
tion between SNPs and phenotype (GWAS). The p values 
of the association tests are shown in Tables 1 and 2. Based 
on the eQTL p value and GWAS p value, we applied the 
Sherlock method to get the log-LR of each gene: 

 
 

, 1
log ,

, 0
i

i

P | Z
P | Z




i i

i i

X Y
X Y

 

which is shown in Table 3.
In Tables 1 and 2, four of the causal genes (genes 1–4) 

have an individual eSNP that is significantly associated 
with the disease, while the non-causal genes (genes 5–8) 
each have a significant eSNP but this is not correlated 
with the disease phenotype. Thus, genes 1–4 have high 
log-LR values, while genes 5–8 have low log-LR values as 
shown in Table 3. Genes 9 and 10 do not have any eSNPs 
associated with them; thus, we cannot be sure whether 
these two genes are associated with the disease based on 
the colocalization of eQTL and the GWAS profiles. But 
when utilizing the information from the PPI network, the 
posterior for these two genes to be related to the disease 
differentiates. The posterior mean of gene 9 becomes 

larger than that of gene 10 with the help of its 4 positive 
neighbors. This simulation demonstrates that when the 
guilty-by-association assumption is satisfied, our method 
can prioritize those genes which are densely connected 
with genes owning high log-LR values.

The performance of Sherlock, COLOC, and GeP- 
HMRF are assessed under 4 different effect sizes and 4 
sets of prior parameter λ0, as well as 3 networks. Since the 
NetWAS method does not accept the user-customized 
networks, we cannot implement and compare the Net-
WAS method in this simulation. Under each setting of 
effect size, we repeated the above simulation 1,000 times, 
i.e., we simulate 1,000 eQTL datasets and 1,000 GWAS 
datasets. Sherlock, COLOC, and GeP-HMRF are applied 
to these datasets under each effect size to get the average 
performance. In addition, GeP-HMRF is applied using 4 
different prior parameters λ0 and 3 networks, as shown in 
Table 4.

In 14 out of 16 settings (4 different effect sizes and 4 
different sets of prior parameters), GeP-HMRF(a) corre-
sponding to the network (a) has a higher area under the 
curve (AUC) than Sherlock and the COLOC method. The 

Table 1. eQTL p values in synthetic data

ID SNP1 SNP2 SNP3 SNP4 SNP5 SNP6 SNP7 SNP8

Gene 1 0.000009 0.610091 0.290353 0.947109 0.321585 0.734279 0.316854 0.168246
Gene 2 0.638634 0.000001 0.467930 0.969769 0.304657 0.208840 0.782695 0.482802
Gene 3 0.003592 0.194502 0.000002 0.206140 0.964279 0.865404 0.973628 0.788787
Gene 4 0.093823 0.822662 0.804729 0.000006 0.875819 0.668831 0.764818 0.445460
Gene 5 0.518030 0.317525 0.149372 0.976911 0.000183 0.192892 0.881140 0.825146
Gene 6 0.631310 0.817056 0.637363 0.345251 0.734619 0.000001 0.042815 0.351485
Gene 7 0.205045 0.858568 0.445119 0.511781 0.511964 0.665488 0.000001 0.910775
Gene 8 0.804331 0.018984 0.883694 0.944684 0.656816 0.394546 0.802157 0.000007
Gene 9 0.013282 0.407290 0.739397 0.453253 0.965608 0.266826 0.055263 0.647740
Gene 10 0.898361 0.064430 0.038205 0.249196 0.372424 0.023148 0.363086 0.546274

Genes 1–8 each have a significant eSNP. Since we added noise to the expression data, the p values of the eSNPs are different. 
Genes 9 and 10 do not have eSNPs.

Table 2. GWAS p values in synthetic data

SNP1 SNP2 SNP3 SNP4 SNP5 SNP6 SNP7 SNP8

p value 0.009447 0.000018 0.000354 0.001101 0.701814 0.988640 0.641454 0.459382

We first simulated the genotype of 8 SNPs in 2,000 samples. Based on the genotype, we simulated 10 genes’ expression. Then, we 
chose 5 genes’ expression to simulate the phenotype. Standard χ2 test was used to get the GWAS p values. Since we added noise to the 
expression and phenotype, SNP1 is not very significant in this GWAS result.
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average true-positive rate and false-positive rate are the 
results given a cutoff of 0.1 on the p value. With increas-
ing effect size, the AUCs of Sherlock, COLOC, and GeP-
HMRF also increase. Also, GeP-HMRF applied to net-
work a shows better results than those for network (b) 
which are in turn better than those for network (c). Net-
work (a) has a high proportion of (1, 1) edges and (0, 0) 
edges and, thus, is an ideal example for the guilty-by-as-

sociation assumption. When applied to network (b), with 
2 (1, 1) edges, 5 (1, 0) edges, and 7 (0, 0) edges, GeP- 
HMRF still performs better than Sherlock and COLOC in 
12 circumstances, especially in the cases with larger effect 
sizes. Network (c) has 2 (1, 1) edges, 5 (1, 0) edges, and 2 
(0, 0) edges, and thus has the highest proportion of (1, 0) 
edges, which is not consistent with the guilty-by-associa-
tion assumption. Since Sherlock and COLOC do not use 

Table 3. log-likelihood ratio (log-LR) and posterior means of each gene

ID Gene 1 Gene 2 Gene 3 Gene 4 Gene 5 Gene 6 Gene 7 Gene 8 Gene 9 Gene 10

log-LR 0.097 4.830 3.933 1.044 –0.001 –2.130 –1.361 –0.037 0.002 0.009
Posterior mean 0.401 0.986 0.970 0.620 0.297 0.056 0.099 0.307 0.445 0.317
p value 0.314 0.037 0.094 0.253 0.766 0.994 0.907 0.721 0.308 0.764

The log-LR cannot distinguish Genes 9 and 10, since they do not own eSNPs. However, adding network information will help improve 
the rank of the posterior mean of Gene 9, because Gene 9 has positive neighbors.

Table 4. Average performance of Sherlock, COLOC, and GeP-HMRF under different prior parameters and effect sizes, as well as differ-
ent networks

Effect size
(θi, ωi)

Method (–1, 0.5, –0.01) (–1, 0.25, –0.01) (–1, 0.1, –0.01)  (–2, 0.25, –0.01)

TPR FPR AUC TPR FPR AUC TPR FPR AUC TPR FPR AUC

(0.5, 1.0) Sherlock 0.378 0.035 0.918 0.378 0.035 0.918 0.378 0.035 0.918 0.375 0.034 0.917 
COLOC 0.382 0.036 0.882 0.382 0.036 0.882 0.382 0.036 0.882 0.382 0.036 0.882 
GeP-HMRF(a) 0.497 0.001 0.989 0.452 0.001 0.981 0.445 0.001 0.980 0.426 0.001 0.973 
GeP-HMRF(b) 0.394 0.002 0.975 0.386 0.004 0.969 0.394 0.004 0.958 0.390 0.002 0.962 
GeP-HMRF(c) 0.394 0.004 0.958 0.404 0.004 0.959 0.418 0.004 0.948 0.408 0.004 0.954 

(0.4, 1.0) Sherlock 0.375 0.032 0.892 0.375 0.032 0.892 0.375 0.032 0.892 0.375 0.032 0.892 
COLOC 0.371 0.037 0.808 0.371 0.037 0.808 0.371 0.037 0.808 0.371 0.037 0.808 
GeP-HMRF(a) 0.504 0.001 0.959 0.462 0.003 0.939 0.446 0.004 0.933 0.437 0.005 0.924 
GeP-HMRF(b) 0.366 0.002 0.924 0.370 0.004 0.912 0.402 0.006 0.903 0.390 0.008 0.907 
GeP-HMRF(c) 0.390 0.008 0.893 0.392 0.010 0.896 0.406 0.008 0.885 0.416 0.006 0.894 

(0.3, 1.0) Sherlock 0.330 0.047 0.805 0.330 0.047 0.805 0.330 0.047 0.805 0.330 0.047 0.805 
COLOC 0.343 0.053 0.697 0.343 0.053 0.697 0.343 0.053 0.697 0.343 0.053 0.697 
GeP-HMRF(a) 0.451 0.016 0.843 0.421 0.024 0.815 0.384 0.029 0.800 0.380 0.031 0.790 
GeP-HMRF(b) 0.322 0.028 0.776 0.346 0.038 0.772 0.342 0.054 0.752 0.356 0.032 0.747 
GeP-HMRF(c) 0.356 0.074 0.718 0.348 0.072 0.724 0.354 0.068 0.723 0.342 0.062 0.728 

(0.4, 0.5) Sherlock 0.329 0.053 0.814 0.329 0.053 0.814 0.329 0.053 0.814 0.329 0.053 0.814 
COLOC 0.338 0.054 0.742 0.338 0.054 0.742 0.338 0.054 0.742 0.338 0.054 0.742 
GeP-HMRF(a) 0.457 0.012 0.886 0.417 0.016 0.857 0.395 0.020 0.844 0.384 0.028 0.840 
GeP-HMRF(b) 0.346 0.014 0.839 0.350 0.030 0.829 0.344 0.046 0.817 0.334 0.044 0.820 
GeP-HMRF(c) 0.354 0.044 0.801 0.348 0.044 0.803 0.348 0.070 0.805 0.342 0.058 0.797 

GeP-HMRF based on network (a) outperforms Sherlock and COLOC in 14 of 16 settings. As θi increases from 0.3 to 0.5, the effect size of SNPs also in-
creases, along with the improvement of AUCs of all 3 methods.

TPR, true-positive rate; FPR, false-positive rate; AUC, area under the curve.
Bold indicates that this algorithm performed the best. (a), (b), (c) stand for different networks, see text for more details.

D
ow

nloaded from
 http://karger.com

/hhe/article-pdf/83/3/117/2910110/000489761.pdf by guest on 05 D
ecem

ber 2024



Wang/Zheng/Wang/Li/DengHum Hered 2017/2018;83:117–129124
DOI: 10.1159/000489761

network information, this simulation shows that GeP-
HMRF can improve the inference when the guilty-by-as-
sociation assumption is satisfied.

Prior parameters can influence the edges’ distribu-
tions, see Table 5. From equation 4, we know that β1 – β2 
is the weight added to the neighbor genes when the gene 
is positive. A larger β1 – β2 leads to a higher proportion of 
positive genes (see column N1) and a higher proportion 
of (1, 1) edges (see column N11), while a smaller β1 – β2 
leads to more negative genes and a lower proportion of 
(1, 1) edges. In addition, the influence of β1 – β2 depends 
on the network topology, too. For example, networks (a) 
and (b) are relatively denser than network (c). Even with 
the same prior parameter (–1, 0.5, –0.01), the distribution 
of the 3 kinds of edges are different in the 3 networks. The 
parameter β1 – β2 tends to have a bigger influence in dense 
networks, since the fold changes of N1 in networks (a) 

and (b) are larger than those in network (c), when β1 – β2 
drops from 0.5 to 0.25. In network (a), the disease-related 
genes are densely connected. So, the performance of GeP-
HMRF achieves the best results when β1 – β2 = 0.5, al-
though the difference is small. In the sparse network (c), 
β1 – β2 has a smaller influence. The performance of GeP-
HMRF does not show a trend with a decreasing β1 – β2.

Application of GeP-HMRF to GWASs of Complex 
Human Phenotypes
We applied GeP-HMRF, Sherlock, COLOC as well as 

NetWAS methods to analyze 9 GWAS datasets (see Table 
6) and 1 merged eQTL dataset from GTEx version 6 [33]. 
See online supplementary section 1.5 (“Sources for the 9 
GWAS datasets and eQTL dataset used in real data anal-
ysis”) for the links to the GWAS dataset and details about 
the eQTL dataset. We utilized the PPI information from 

Table 5. The distribution of edges under different prior parameters and different networks

Prior 
parameters

Network (a) Network (b) Network (c)

N11 N01 N00 N1 N11 N01 N00 N1 N11 N01 N00 N1

(–1, 0.50, –0.01) 0.229 0.419 0.352 0.435 0.254 0.417 0.329 0.424 0.144 0.399 0.457 0.336
(–1, 0.25, –0.01) 0.117 0.408 0.475 0.320 0.121 0.415 0.464 0.317 0.100 0.392 0.507 0.293
(–1, 0.10, –0.01) 0.086 0.397 0.517 0.285 0.087 0.395 0.519 0.281 0.084 0.392 0.524 0.278
(–2, 0.25, –0.01) 0.020 0.219 0.761 0.129 0.021 0.221 0.758 0.129 0.018 0.213 0.769 0.125

From equation 4, we know that α controls the general proportion of positive nodes (N1) in a network. 𝛽1 − 𝛽2 affects the proportion 
of (1, 1) edges, while 𝛽2 − 𝛽3 affects the proportion of (0, 0) edges. With a decreasing 𝛽1 − 𝛽2, there are less positive genes and (1, 1) 
edges.

Table 6. Comparison of Sherlock, COLOC, NetWAS, and GeP-HMRF model on 9 GWAS datasets [27–32]

Datasets Source AUC Top 50 prediction

Sherlock COLOC GeP-HMRF NetWAS Sherlock COLOC GeP-HMRF NetWAS

AMD Fritsche et al. [27] 0.619 0.567 0.682 0.570 5 2 7 1
Crohn disease Barrett et al. [28] 0.666 0.556 0.701 0.637 3 5 3 1
Crohn disease Franke et al. [29] 0.664 0.537 0.680 0.593 3 3 3 0
Crohn disease Liu et al. [30] 0.669 0.553 0.724 0.628 3 3 4 0
HDL cholesterol Do et al. [31] 0.776 0.508 0.807 0.527 2 1 3 1
HDL cholesterol Teslovich et al. [32] 0.679 0.546 0.780 0.537 2 1 2 0
LDL cholesterol Do et al. [31] 0.627 0.506 0.704 0.644 0 1 2 0
Total cholesterol Do et al. [31] 0.739 0.501 0.779 0.677 0 1 3 0
Total cholesterol Teslovich et al. [32] 0.695 0.465 0.739 0.666 2 1 0 1

We applied the 4 methods on 9 GWAS datasets. Column 1: GWAS names, Column 2: sources of the GWAS datasets, Columns 3–6: 
areas under the curve from the four algorithms, Columns 7–10: overlap with the MalaCards database in the top 50 predictions of the 
four algorithms. Numbers in bold indicate that this algorithm performed the best.
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the HPRD (human protein reference database [34]). We 
used the prior parameters (–5, 0.8, –0.001) for GeP- 
HMRF in the real-data analysis. The reason for selecting 
the prior parameter is explained in online supplementary 
section 1.6 (“Choice of prior parameters in real data anal-
ysis”). We took the MalaCards database [24] as the stan-
dard. The MalaCards database is a well-accepted database 
on disease-gene relations cited by more than 150 papers. 
Each disease in MalaCards is associated with a prioritized 

list of genes, obtained from 9 sources. The sources for 
gene-disease relations are from both manually curated 
(e.g., OMIM, Orphanet, SwissProtKB, ClinVar, and COS-
MIC) and text-mined resources (e.g., DISEASES, Gene-
Tests, Novoseek, and GeneCards). MalaCards defines an 
overall disease-gene score, computed as a weighted sum 
of individual scores derived from the 9 sources. The indi-
vidual scores depend on the level of manual curation of 
the information source, and on the confidence score as-
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Fig. 2. Comparison of GeP-HMRF with Sherlock, COLOC, and 
NetWAS on the age-related macular degeneration (AMD) dataset. 
a Among the top 50 predicted genes, Sherlock has 5 genes overlap-
ping with known AMD-related genes, while GeP-HMRF has 2 
more overlaps. b Receiver-operating characteristic curve compar-
ison of Sherlock, COLOC, GeP-HMRF, and NetWAS. c Among 

the neighboring genes of C3 in the protein-protein interaction net-
work, red nodes are known AMD-related genes in MalaCards, and 
the node size represents the value of log-likelihood ratio (LR). C3 
has 3 highly confident genes (CFH, CFHR3, and CFHR4) with 
large log-LR. d The posterior means of 50 randomly selected genes 
become stabilized after sampling 2,000 steps in the Markov chain.
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signed by the text-mining source. We compared the per-
formance of the 4 methods in two different ways: (1) we 
drew the receiver-operating characteristic curve and cal-
culated the AUC for each algorithm; (2) for the top 50 
predictions of each algorithm, we counted the number of 
genes known to be associated with the phenotype in 
MalaCards.

GeP-HMRF has the largest AUC (larger than Sherlock, 
COLOC, and NetWAS) on all 9 datasets. The average dif-
ference between the GeP-HMRF and Sherlock methods 
is 0.0514 with a p value 0.0374 (using a two-sided t test). 
GeP-HMRF also significantly outperforms COLOC and 
NetWAS with the average increase of AUCs of 0.2063 (p 
value 2.2335 × 10–8) and 0.1204 (p value 9.6620 × 10–5), 
respectively. Looking at the aspect of the top 50 predic-
tions, GeP-HMRF has the highest overlap with the 
MalaCards database in 5 out of the 9 datasets. In another 
2 datasets, GeP-HMRF achieved the equal best perfor-
mance with Sherlock or COLOC. There are two cases in 
which Sherlock or COLOC found more genes in Mala-
Cards than GeP-HMRF. The scores of the 4 methods in 

each GWAS datasets are supplied in the online supple-
mentary files.

In the following, we describe in more details the results 
and the comparison between different algorithms using 
AMD as an example. Late AMD is the leading cause of 
blindness of elder people in Western countries. It has a 
prevalence of 0.05% before the age of 50 years and in-
creases to 11.8% after the age of 80 years [35]. As shown 
in Figure 2a, the overlap of the top 50 genes predicted by 
Sherlock and the MalaCards database is 5, while GeP-
HMRF hits two more genes. The details of SNPs support-
ing these 7 genes are listed in online supplementary sec-
tion 1.7 (“Details of SNPs supporting the 7 positives gene 
in the top 50 predictions of GeP-HMRF”). The overlap 
between the top 50 GeP-HMRF-predicted genes and 
those in MalaCards is highly significant with a p value of 
3.61 × 10–119(Fisher exact test). Also, GeP-HMRF has a 
larger AUC than Sherlock, COLOC, and NetWAS 
(Fig. 2b). Table 7 shows the top 20 genes and their associ-
ated statistics predicted by GeP-HMRF. The top 3 genes 
(CFHR1, CGHR3, and HTRA1) are known to be associ-

Table 7. Top 20 genes predicted to be associated with AMD

Gene Sherlock Posterior
mean

GeP-
HMRF

COLOC NetWAS Supporting evidence

score rank score rank score rank

CFHR1 27.04 2 1 6.25E–04 6.49E–05 27312 6.46E–03 5962 MalaCards
CFHR3 22.73 7 1 6.25E–04 8.61E–09 27322 3.92E–02 4232 MalaCards
HTRA1 17.97 13 1 6.25E–04 7.41E–01 252 1.84E–01 576 MalaCards
TRIM31 17.26 14 1 6.25E–04 4.81E–02 9369 6.04E–02 3280
PILRA 10.86 33 1 6.25E–04 9.82E–01 45 5.67E–02 3414 26691988, 24439028

ZFP57 26.45 3 1 6.25E–04 8.57E–01 165 –8.13E–02 10773 29739930
BTBD16 24.87 4 0.99999 6.25E–04 8.31E–32 27326 –6.04E–02 9722 23577725, 19405847
HLA-G 23.30 5 0.99999 6.25E–04 9.11E–01 136 3.73E–01 28 28442288
ZBTB41 22.93 6 0.99999 6.25E–04 6.38E–01 320 –5.23E–05 6342 21855625
HCG4P8 20.39 8 0.99999 6.25E–04 8.82E–01 152 –1.42E+00 22565

HLA-F-AS1 19.43 10 0.99999 6.25E–04 9.03E–01 145 –1.31E+00 21532
HCG23 16.56 16 0.99999 6.25E–04 9.90E–01 34 –1.35E+00 21897
TMEM45A 14.51 20 0.99992 6.25E–04 1.14E–02 25601 –1.56E–01 13769
PMS2P1 12.38 26 0.99937 6.25E–04 9.93E–01 25 –1.54E+00 23543
DMBT1 12.03 27 0.99925 6.25E–04 4.71E–05 27314 –2.51E–02 7818 16642439

RDH5 11.70 30 0.99850 6.25E–04 9.99E–01 8 –3.17E–01 16030 11448328, 12967826
GPR108 6.00 77 0.73070 6.25E–04 4.57E–36 27327 4.80E–02 3807 29739930
CFH 29.77 1 1 9.38E–04 4.29E–01 531 1.36E–01 1169 MalaCards
C4B 16.36 17 1 9.38E–04 9.93E–01 26 8.16E–02 2462 26742632, 7090374
RNF5 13.09 23 1 9.38E–04 9.94E–01 21 –2.13E–01 15038

AMD, age-related macular degeneration.
Four are well-known AMD-related genes in MalaCards, and 9 genes are supported by literature (the PubMed ID of the supporting 

literature is shown).
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ated with AMD in MalaCards, as well as the gene CFH 
(ranked 18). In addition, 9 other genes (PILRA [27, 36], 
ZFP57 [37], BTBD16 [38–40], HLA-G [41], ZBTB41 [42, 
43], DMBT1 [44], RDH5 [45, 46], GPR108 [37, 47], C4B 
[48, 49]) are reported as AMD-related in the literature. 
For example, the RDH5 gene encodes the protein retinol 
dehydrogenase 5, which is an enzyme catalyzing the bio-
synthesis of 11-cis retinaldehyde. 11-cis retinaldehyde 
constitutes the universal chromophore of visual pig-
ments. Two independent studies from Wada et al. [45] 
and Yamamoto et al. [46] revealed that mutations of 
RDH5 are associated with a degenerative macula and 
scattered white dots in the retina.

To illustrate how the PPI network helps GeP-HMRF 
to identify disease-associated genes, we took gene C3 as 
an example. C3 is a well-known AMD-related gene, rep-
licated in many independent studies [50–52]. The gene 
was ranked 40 by GeP-HMRF (not in Table 7). Figure 2c 
shows the direct neighbors of C3, with known AMD-re-
lated genes labeled in red. The size of nodes in Figure 2c 
represents the value of log-LR. It shows that C3 interacts 
with CFH (log-LR 29.77), CFHR3 (log-LR 22.73), CFHR4 
(log-LR 6.90), and CR2 (log-LR 4.77) in PPI network, 
while C3 is located far away from those 4 genes (C3 is lo-
cated on chr19, while the other 4 genes are located on 
chr1). These neighboring genes with a high log-LR have 
a high confidence to be associated with AMD, and in-
crease the C3 gene’s posterior probability of also being 
associated with AMD. The average log-LR of the neigh-
bors of the C3 gene is significantly higher than that of all 
genes (p value 0.041, t test). When computing the log-LR 
based on the eQTL and GWAS profiles only, the log-LR 
of C3 is 5.97, and its rank is 78. After combining the PPI 
information with the eQTL and GWAS profile, the rank 
of C3 in GeP-HMRF increases to 40. The rank of C3 is 
promoted by the help from its neighbors (details on gene 
C3 and its neighbors can be found in online supplemen-
tary section 1.8 “Neighbor genes of C3”).

For the computation of the posterior means by Gibbs 
sampling, we sampled 5,000 steps of each Markov chain 
and 1,000 steps for burn-in. Figure 2d shows the fluctua-
tion of the posterior means of 50 randomly selected genes. 
In the figure, we sample 9,000 steps to get as many steps 
as possible from the Markov chain to demonstrate the 
long-term behavior. After 2,000 steps, the posterior mean 
of each gene became stabilized, which is a sign of conver-
gence.

Discussion

GeP-HMRF is based on the hypothesis of “guilty by 
association,” which was used by the previously developed 
algorithms that integrate GWAS with gene network in-
formation. Chen et al. [16] showed that the disease-asso-
ciated genes tend to be connected. We also observed that 
the known disease-related genes connect with each other 
more densely than the average connectivity between 
genes not associated with the disease in all 3 diseases we 
analyzed. As was shown for C3 in the example of AMD, 
GeP-HMRF can help find some hot spots with high log-
LR genes clustering together. These hotspot genes in the 
cluster share functional similarities or have physical in-
teractions. These clusters can provide a new perspective 
for understanding the mechanism of disease. However, 
caution is needed as such analysis may also generate ad-
ditional false positives, since the hypothesis of guilty by 
association may not always be true.

One challenge facing GeP-HMRF or similar approach-
es is that a gene interaction network is not static but con-
text dependent. The network can vary among different 
tissues or be influenced by the disease state. For many 
diseases, the tissue of origin is not known. We have tried 
to apply GeP-HMRF on 9 GWAS datasets using 33 tissue-
specific eQTL datasets as input. GeP-HMRF achieved 
good performance on Crohn disease using the eQTL 
from whole blood, esophagus mucosa, and adrenal gland 
tissue. Crohn disease is a complex chronic immune dis-
order that primarily affects the digestive system. Esopha-
gus mucosa is one of the affected tissues, but the small 
intestine and colon are more often affected. Lage et al. 
[53] derived disease-tissue association scores based on 
the co-occurrence of disease-related and tissue-related 
terms in PubMed abstracts. The top 6 tissues/cell types 
for Crohn disease are adrenal cortex, liver, appendix, 
CD4 T cells, skin, and monocytes. Whole blood contains 
many immune cells like the CD4 T cells and monocytes, 
which might be the reason it performs well. For the cho-
lesterol, the eQTL from adipose tissue gives a good result. 
Adipose tissue is a major site for cholesterol storage [54], 
which might explain the reason for the good perfor-
mance. More details on the results from tissue-specific 
eQTLs are listed in online supplementary section 1.9 
(“Apply GeP-HMRF based on 33 tissue-specific eQTL 
datasets from GTEx”). The merged eQTL dataset can 
achieve moderate performance. Merged eQTLs can be an 
option when the disease-related tissue is unknown. In ad-
dition, our knowledge of the network is far from complete 
with many missing nodes and links. Thus, future work 
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will greatly benefit from better understanding of the tis-
sue origin of the diseases and more comprehensive knowl-
edge of gene networks in different tissues, such that may 
be provided by the human cell atlas program.

We have developed a unified statistical framework to 
integrate GWAS, eQTL, and PPI data to infer disease-
related genes. Our approach combines the strengths of 
previously developed methods that integrate GWAS and 
eQTL data and those that utilize both GWAS and gene 
network information. We have implemented our method 
in a computational algorithm called GeP-HMRF. We 
tested the performance of GeP-HMRF across a number 
of GWAS datasets and showed that GeP-HMRF has sig-
nificantly improved the ability to identify disease-associ-
ated genes. Our approach can be generalized to incorpo-
rate other types of molecular trait information such as 
epigenomic or metabolomics data.

Availability of Data and Materials

The datasets generated and analyzed during the current study 
are available from https://github.com/JunWangmath/GeP- 
HMRF.
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